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Introduction

Whenever a researcher acquires new,diagar initial reactionshould be tgerfam an
exploratory data analysiecausé [ i t ] i sol ates patterns and feat
forceful | y.!Traditiandilye thisontedl sgep had been accomplished siitiple
visual aids, such as scatterplots, boxpkndresidual plots. Howevethesdaoolsbecome
inefficient andareunable to describe alispect®f the data as datasets grow increasingly
complex There is mounting evidence indicating that for the creation of successful visualization

methodsa combination of statistical and interactive techniques is essential

Onefield of studythat has been benefiting fromacentinnovation inexploratory data
analysismethodds networkresearchNetworks allow scientists to investigate the structure of
the systems they are researching, which in many cases offer more insight than the analysis of
only their individual componentsEor example, epidemiologists use networks to study the
spread of disease in various populations across the glob&niyatingthe underlying structure
of the social networks within these populations, they can identify behaviours that contribute to

the propagation of illnessés.

Simply put, a networks a set of points that may or may not be linked together by
vertices. In general the points are referred to as nodes and the links are called Edgghave
been used to model all kinds®fstemsn a plethora oftlisciplines from the structure of the
world wide webin information sciencéo the representian of the chemical interactions that fuel

cells and organisnis biology.®

The examples above demonstrate the waléety of systems that networks can be used
to model.They rangefrom the simplest of structurésuchas asingle nodg to the unbelievably
large, such as the world wide weltth its billions of nodes and edgdsowever, network
topology can be described by much more than just {h@isés and linksFor example, the level
of connectedness between the elementsof aneieidre s cr i bed by it dés densi
of specific nodesnaybec at egori zed by degréedo whiehsimilaranbdestaye a n d
groupedogether iglesignated y t he n et wo Thksé struchualrolamdieridticg offer
researchers insights on the inner workings of the systems they study.



Conceivably exploring a network dasat can be dauntingtask; not only does the data
typically have large dimensions, it is a mixfobir types of variables: graph, nodedgeand
topological Graph variables describe the general characteristics of the networlgnmbdege
variables describe the attributes of the naahes edgeandtopologicalvariables detailhe
structure of the network.ake for example a friendship network in an elementary saiasé
where nodsdepictchildrenand edgs represenfriendshiptiesbetween classmates this
model,the grade level of the class is a graph attribute, the gender of each child is a node
chaacteristic, the strength of friendship between children is an edge characteristic and the

number of kids in the class is a topological variable.

Figure 1: Two different nodelink diagrams of the same network. There are a multitudeathodgo visualze a
network, and each one has its strengths and weaknesses. The graph tdatiétlgtsthe determination ofs
diameter(i.e. the longest path between two nodesid the one on the rigiiustratesits connectedness.

Luckily, there aresoftwarepackagesuch assehphi, Igraph antlodeXLthathave been
developed to analyze and create visual representations of netioeksiost common plotting
technique for such data is the ndok diagram(fig. 1). Gehlenborg and Wong state thia¢se
illustrations make it easy to discern some topological qualities of the network, such as finding the
nearest neighbours for a specific node or tracing gmhseen its elementdNote thatthe node
link diagram is not restricted to the display olistural qualitiesUnfortunately, this method is
limited by the size of the netwarlas the number of nodes and edges increases, the visualization
becomes cluttered andaljible. Furthermore, there amount of information that can be presented
in these dagrams igonstrainedlt is impossible to get an overview alf the variables

comprising the network with the nodiek illustration.
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Figure 2: The noa-link diagram of 3Ghetworks from aimulatedmulti-network dataset.

The issues facedhenusing thisvisualization methodre compounded when attempting
to perform exploratory data analysis multi-network datg which iscomposed of multiple
disjoint networks that share common graph, node, edge and topological vahiblesly is it
cumbersoméo display asufficiently informativeportion of the graphbut simplecomparisons
between graphsuch ashe number of nodes edgesare difficult (fig. 2). This visualization
method is ineffective at depicting relationshijggween variables and netwoiksd at describing
the digribution of the characteristics



Heatmap of mtcars
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An alternativerepresentatiotechniquethat may bemore appropriate famulti-network
data than theodelink diagramis the heatmapg popular plotting method in biology used to
represent multivariate dafauch as gene expressioatrice$.® A heatmay(fig. 3) is a colourful
graphical representation of a témensional matri¥ Heatmaps rely on two key elements to
convey legible information to their usef4) Before themulti-network data is ready to be
displayed in the form of a heatmap, both the networks and the collections of their attributes
(graph, node, edge and topological) must undergo hierarchical cluster analyses. This step insures
that the colour matrix is wetirganized. (2) Additionallythe appropriate color palette must be
chosen to represent the data in the heafhiiie goal is to highlight a single extreme, then the
use of a singleolor gradient is suitable. On théhet hand, if the objective is to emphasise both
extremes, a divergent color gradient of three hues are reduitesse features maximize the
pattern recognition potential of the resulting graph, which is the main gaalyafata
visualization.Theycan display large quantities of information in a single figorakingthem
the ideal toofor presentingnultiple netvorks along withtheir graph, node, edgadtopological

variables of interests



The objective of thisesearch was tdemonstratbowheatmapgan bea useful tool for
the representation of multiple netwathkta In particular, the utility of heatmaps in (1)
demonstrating relationships among the graph, node and structural characteristics of the networks
simultaneously, and (2) illustrating the distribution of variables across networks in order to

enable comparisoof various elements of the data were of interest. All analyses were conducted
with R.



Methodology

Data Set

Data for this study were from QUALITY cohort. The QUALITY study is a longitudinal
investigation into the causes and consequences of obesitydrea and teenagers in Montreal
(n=630).” For the purposes of this study, the pilot social network dataset collectsdlisample

of the cohort (n=4p%was used.
Neatmaps Package

To streamline the process of exploring mukétwork data with heatmaps and to insure
reproducibility, the R packagesatmapavas created. Documentation is available@feAN

website and oitHub. Starting with the raw mulnetwork data, the program calculates the

topological characteristics of the networks, prepares the data for analyses, performs hierarchical
clustering on the networks arfakir attributes (including bootstrap validation, Statistical

Analysis) and then generates multiple heatmaps. Additionally, a template with instructions is
furnished to users who wish to create dynamic reports of the results of the exploratory analysis.
All analyses performed on the QUALITY social network data reliedeatmapsThis package

depends heavily on tHgraph, pvclust heatmaplypackages.
Heatmap Feature:Hierarchical Clustering

Hierarchical clustering ia group ofunsupervised learningchniqueshataims to find
clusters in a data sethis method divides the data into subgroups based on the similarity of
elements in the groups. The most poptbiararchicaklustering methodand the one used in the
analysis of the QUALITY data set} the bottorrup techniqué® Thename is seltlescriptive
Each element of the dataset initially forms it own cluster (bottom), and is paired with other
clusters based on their similarities, hefar@ning a new group. As the @ress continues,
clusters increase in siztil all thesulgroups form a single mass (top). The resulting
visualization is an upsidgown tree that is calleddendrogranm(fig. 4). The algorithm to

perform this technique issdollows:


cran.r-project.org/web/packages/neatmaps/
https://github.com/PhilBoileau/neatmaps

1. Begin with a set of elements. Let each observation be an individual cluster. For all
pairs of vectorsgcomputethe pairwise similarity.
2. ForQ ¢ pMB It
a. Inspect allpairwise similarity measures among the clusters and join the clusters that
are most similar. The level of similarity between two groups dictates the height of

their fusion in the dendrogram.

b. For the remainindQ p clusters, calculate the = measures gbairwise similarity.

One of the most common fenctionsused to perform hierarchical clusterindhidust(, which
belongs to thetatspackages.
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Figure 4: A dendrogram oflepicting the hierarchicalustering ofthe mtcars data set.

As mentionedhbove, elements of the data set are clustered based on their similarities.
There are many ways to measure this, but the most common approach is to minimize the
Euclidean distance between the clusters. Since each item of the data set can be represented by
vectors of identical size, the distance between two elements of kenggih be calculated as

follows:



This method for determining the level of sianity between clusters may sedmt there
are important aspects the datao consider before using it to perform hierarchical cluster
analyses. These details include, but are not limiteflLjahe appropriate preparation of the data
to ensure thalistances between elements of data set are measured accurately(@hd
selecting the appropriate technique domputingthe distance between clusters as they grow to

contain multiple vectors.
Data Preparation

Because of the use of Euclidean distance to measure the level of siraitaoity groups
during hierarchical cluster analyses, tta¢a being studiethust be: (1) scaled, (2) quantitative,

and (3) using an appropriate linkage method.
Scaling

To ensure that all potential relationships carry the same weight, data must be scaled. Take
for example the numerical vectors A, B and C that represent a set of characteristics belonging to
a group of people. The range of the elements of Afis , the ange of the elements of B is

ring and the range of the elements of Crifp Tt iThenQ 66 'Q 61D |, regardless of the
underlying relationship between the characteristics.

There are many ways szale the dataDne of the most common methodsasiormalize
the data, onlyo be used when it is assumed to be normally distribdtied.computation is as

follows:

1. Let D be a matrix containing the data with n rows and m columns.
2. Let Z a matrix with the same dimensions as D.
3. For each column jin D:

a. Foreach rowi in D:

W
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The base library of R contains a functisnale() for performing this operation on numerical
data sets.

Anothercommon technique for scaling data sets is to use the empirical distribution
function® which transforms the elements of a vector into their percentile valuessddlisd

matrix is computeas follows:

1. Let D be a matrix containing the data with n rows and m columns.
2. Let P a matrix with the same dimensions as D.
3. For each column jin D:

a. For each rowiin D:

0 r OOp h

This approach transforms the ranges of each column of the datas@btpwherert &  p.

One of its weaknees is its inability to transform the ranges of the data matrix such thareney

all equal Consider a column which happens to have a quarter of its elements equal to its largest
value, the range of the transformed column would onlyrbeg v. This reduces thaccuracy of

the similarity computation, the Euclidean distance between clustersherefore affects the

quality of the hierarchical clustering.

A third procedure that improves upon the shortcomings of the previous two methods

rescales the data set such that each column has a ramgp of

1. Let D be a matrix containing the data lwit rows and m columns.
2. Let S a matrix with the same dimensions as D.
3. For each column j in D:
a. ForeachrowiinD:
o, I EIO
i A 1 EIO

Y

This method preserves the underlying distribution of each column of the data and forces the
range of each column to be identical. For these reasons, this scaling technique was chosen to
analyze the QUALITY social network datéor the remainder of the report, it will be referred to
as therescalingmethod.

11



Quantitative

Another important aspet consider before performing a hierarchical analysis are the
types of variables that compose the déthen using Euclidean distance to measure similarity,
categorical data should be avoided as distances between these kinds of variables are meaningless.

The same can be said for binary data, or any quantitativelidatayingnegligiblevariability.
Linkage Methods

An important facet of hierarchical clusterirsgselecting the appropriatbuster
comparison technique. There are many linkage methodsheaimajbal is to maximize the

similarity between sets.

Linkage Method | Description

Complete Minimizes the largest distance betwebka elementswo clusters.
Dendrograms tend to be balanced and less susceptible to noisy data
outliers. However, large clusters may be split unnecessariityis biased

towards same sized clusters

Single Minimizes the minimum distance between the elementaofclusters.
Using this method can result in extended, chaining clusters and it is

sensitive to noise and outliers.

Average Minimizes the mean distance between elements of two clusters. It is

mixture of the complete and single linkage methods.

Table 1% A summary of the most commoniysed linkage methods.

The linkag method chosen can have grdfgats on the results of the hierarchical
clustering. James et al. therefore recommeeiperforming analyses with all three techniques to

discover which patterns consistently emerge from the%ata

12
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Figure 5: A visual representation of the linkage methods presented above. Each box represents a separate cluster,
and the line(s) joining the clusters togethlerstratestheelement of the grougavolvedin their fusion.

Statistical Analysis

Validating theresuts of cluster analyses is an important step in determining whether the
subgroupings in the data are meaningful or if they simply constitute fibisee are many
different techniques available, but there is no consensus on which isdesst Thdegitimacy
of the clusters found in the QUALITY social network ddte bootstrapping method was used.
The bootstrapping method consists of performing the hierarchical cluster analysis for a
predetermined number of iterations, where each iteration teag elemerd of the data set
removed and others adeplicatedsuch that the number of elements being clustered is.flkad
certain group of elements tend to cluster togethemiamy ofthe iterationsthen theclusteris
significantand likely indicagés a relationship among its elemendtsis metric is called the
bootstrap probability (BP). Take for example the first subgroup of cars in figure 4, the Hornet 4
Drive, the Valiant, the Mercedes 280, the Mercedes 280C, the Toyota Corona, the Mercedes
240D and the Mercedes 23Dbnagine the bootstrap method was applied to the mtcars data set for
1000 iterations, and that the cluster was given a BP of 65%. This signifies tbkdrtieants of
the cluster grouped together for 650 of the 1000 iterations. Itrihwoting that the topology

13



within the cluster probably varied over the course of those 650 tdafertunately, the BP
statistic is biased, meaning that a low value does not necessarily indicate that a cluster is

insignificant©

Shimodaira developed a statistic called the approximately unbiagade (AU) that can
be interpreted in a similar way to tB&.!! This isthe result o multistepmultilevel bootstrap
algorithm which means that instead of keeping the sample size of elements fixed in each
iteration, as is done with the computation of BP, the sample size variestweenterations.

An AU value larger or equal fo | should lead to the rejection of the null hypothesis, which
assumes that the cluster is insignificant.

The R packagpvclust'? created by Shimodaira and Suzuki, simplifies the process of
determining the signifigece of groupings found during a hierarchical cluster analyhis.is
accomplisheckitherby visual means that rely on dendrograms whigfnlight significant
clusterg(fig. 6) or by way of tablesThis package was used to measure the significance of the
clusters found in the QUALITY social network dafdne dendrograms produced by the
clustering are then used to order the elements on axesloédhmap

Dendrogram with AU/BP Values (%)
of mtcars (10,000 Iterations)
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Figure 6: A dendrogram produced with tipclustpackage that depicts the significant clusters of the various cars in
the mtcars data sdtlotice the differences between the AU and BP values, in red and green respectively.
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Case Study- QUALITY Social Network Data

The Quebec Adipose and Lifestyle Inwgation in Youth (QUALITY) is a longitudinal
studydesigned to investigatbe natural history of cardiovascular diseasetgpd 2 diabetes in
Quebec youth® Theoriginal study consisted of over 600 childremo are at an increased risk
for obesity (due to having at least one obese parent, as per the eligibility criteria). Data collection

Is ongoing in both children and their parents.

For this study, data froma pilot projet revolving around the collection of social network
data for 46 of the QUALITY study participanigere utilized Each of the chosen youthsalled
egos,was asked to list up to ten of the most important people in their tadled altersStudy
participantsthen answexd questions pertaining tinedemographic characteristigghysical
activity habits the eating habit@and the body images of these people. The participant also had to
quantify, in terms of closeness and importartbejr relationships wh these individuals, as well
as describe the relationshigsong the listed persons. With this information, 46 social networks
wereconstructedA combination of heatmaps and dendrograms were used to illustrate the

significant relationships among the various variables of the social networks.

15



Results

Not all the networks and the variables of @EALITY social network datavere
included in theanalysis, either because (1) they were not appropriate for hierarchical clustering,
(2) the information they provided was redundant or (3) they had missing entries. Thus 35 social
networks and 43 of their shared characteristics were analyree. tBe dat werenot normally
distributed, thelata were transformed using tlescaling approacghtroduced in the data
preparation component of the methods section. Euclidean distance was used to measure the

similarity the node attributes and networks clusters.

Heatmaps using the single, average and complete linkage methods for the network axis
demonstrated no major differences between linkage methods. For this reason, the network axis
for all the following heatmaps where hierarchically clustered using the ctenplkage method.

In contrast, the variations of the heatmaps (and their respective dendrograms) using the single,
average and complete linkage methods for the network attributes are presented. For comparison
purposes, a node link diagram of the same idaaso presented. When comparing the heatmaps

and the dendrograms produced by the linkage methods, three things are immediately apparent.

First, all three heatmaps have columns of primarily dark blue and red cells, which
indicates that there are netwar&riables in the data that exhibit extremely little to no variation
in their values. This signifies that although these variables are clustering with others of the same
colour, it may not be caused by an underlying relationship between them, but beeause th
variation in their values is extremely limited, affecting the similarity calculations. These
variables are: the weekly duration of time the ego spent on the internet for entertainment (blue)
and the frequency the ego would start a diet for weight log®pes (red). To remedy this, the
guestionnaire used for data collection should be modifieth$area wider range of responses

for these questions.

Second, the dendrograms of the network variables produced by the three linkage methods
are quite diffeent. The single linkage method formed an elongated ¢hgir®), indicating that
outliers in the variables are affecting the hierarchical clustering. The complete linkage method
forced the variables into clusters of similar qiizg. 13), whereas thev@&rage linkage method

formed groups of varying siZég. 11). The differences between the hierarchical clustering

16



outcomes suggest that the average linkage methods dendrogram paints the best portrait of the

network variablesod6 relationships.

Third, the sigificant clusters determined by each of the linkage methods vary in size
and/or contents. Of the two significant clusters found using the single linkage riegh®&),
only the first can be construethe second, consisting of 30 variables, is muchdogelto be
interpreted; the cluster cannot be labelled as a family of variables (e.g. physical activity
variables, social variables, etc.). On the other hand, the significant clusters found by the complete
linkage methodfig. 13) are much smaller than wheommon sense and the literature would
have expected=or exampl e, t he fatnasspercentagenagd Bistenot he e go 6
significant. Once again, the results of the average linkage métgodi1) are the most reliable:
the clusters arsmall enough to be interpretable, batgeenough to offer insight on the
variablesd relationships. This |l eads us to co
the most dependable heatn{éig. 10) for the exploration of the QUALITY social netwodata.
Having selected the most appropriate heatmap, the interpretation of the visualization can now

take place.

The first significant cluster consists of
and the alters mean number of ties within thevoet (fig. 11). In the heatmap, the adjacent cells
in each variablesdé columns tend to have an id
similar values. This can likely be explained by the fact that participants nominated alters
originating fromthes a me s oci al circl es. For exampl e, i f

family members, the expected number of ties for each relative would be 5 as well.

The second significant cluster can be interpreted as a grouping of lifestyle variables that
affed t h e -mag |l gartidulart the frequency of physical activity of the alters, the gender
of the alters and the eating habits of the al
physical activity, TV watching and eating habits. The relatignbetween these behaviours and
childhood obesity is documentéd.’® The heatmap depicts these complex relationships and
their underlying distributions, which can lead to the formulation of new hypotheses or to the

validation of established results.
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Single Linkage Method:

SHJ0MIBN

Chararacteritics

Figure 8: Theheatmap ofhe data using the single linkage method to organize the placementnaftwoerk

attribute data.
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Figure 9: The dendrogram of the network attribut€be blue boxes indicate clusters with AUs of 95% or above.

Notice that the clusters seem to form a chain from left to right.
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Averagel.inkage Method:

Chararacteritics

Figure 10: The heatmap of the data using the average linkage.
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Figure 11: The dendrogram of the network attributes. The blue boxes indicate clusters with AUs of 95% or above.

Notice that the significant clusters contain less elements than those of the single fimithgd.
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Complete Linkage Method:

Chararacteritics

SHI0MIBN

Figure 12: The heatmap of the data using the complete linkage method.
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Figure 13: The dendrogram of the network attributes. The blue boxes indicate clusters with AUs of 95% or above.

This method exhibits the smallesimber of significant clusters.
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Discussion

When comparing the nodmk diagram {ig. 7) of the QUALITY social networks with
the heatmap§ig. 8, 10, 12, the weaknesses of the former become obvious. The most notable
shortcoming of the nodink diagramis the amount of information it can convey: for each graph,
only 5 characteristics are described, whereas the heatmaps depicts 43. Another significant
difference between the two kinds of visualization is the ease with which any number of networks
can be copared. The organization of the networks in the Aodediagram makes it difficult to
compare the various graphs; the heatmaps accomplish this task due to the ordering of the
networks and variables, as well as the colour scheme. An additional distinetvegen the two
visualization techniques is that when presented in the appropriate medium (i.e. in a dynamic
report) the heatmaps are interactive, while the dimdkediagram is static. The ability to focus on
certain regions of the illustration increassdegibility. For these reasons, the heatmaps

facilitated the exploration process of the QUALITY social network data.

Although the heatmaps outperform the ndidk diagrams when it comes to data
exploration, they do suffer from some limitations. Sitieey rely so heavily on hierarchical
clustering to illustrate the patterns in the data, parameters changes used in the clustering (such as
the similarity measure, the linkage method and the scaling technique), can affect the detected
patterns. As with hi@rchical clustering, many versions of a heatmap should be produced with
many differentmethodsn order to identify regular patterns in the data, as well as to determine
which parameters yield the most reasonable results. For this reason, the andhgsdatd ivas
performed using the single, average and complete linkage mdfigpds13). In the future,
additional similarity measures and linkage methods will be utilized to perform analyses
Unfortunately, regardless of the results, it is and will continue to be difficult to vouch for a
method that has only been carried out on a single datlesstarch aimed at further elucidating
the advantages and disadvantages of using heatmaps aswamens for multiple network data

exploration is needed.

In fact, the most substantiaglsue hindering the development of tiisualization
technique is the lack afulti-network data with which to test it on. To further investigate its
strengths and weaksses, there are two possibilitiEgher (1) additionalmulti-network data
setscan besimulated, or (2) communities found in traditional network datacsetbe split,
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creating a pseudmulti-network data.Testing the method on simulated data willdoubtoffer
insighton the optimal choice of hierarchical clustering methtmlgse when exploring data with

a known set of characteristics. Furthermore, determining whether this approach is useful in the
exploration of networks containing communitieayextend the usefulness of this visualization
method toother varietie®f network data.
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Conclusion

With the help of the new visualization technique, relationships among the graph, node
and structural characteristics of the networks thatlaseribedwithin the childhood obesity and
social network literature were captured. The heatmaps also illustrated the distribution of
variables across networks and permitted the comparisegrioius elements of the data.

However, since the analyses were performeé single data set, it is impossible to conclude that
heatmaps are an appropriate tool for the exploration and visualization of all multiple network
data.Unfortunately, there is n@anabundance ahis kind of datasimulated networks will be

used tdurther test and improve this method.
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